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Motivation and Overview
• Motivation: To provide reliable yet timely responses for 

online video understanding tasks in a real-world setting, 

it is necessary to investigate the model’s performance 

under dynamic computational resources. However, 

most works do not explicitly consider this problem.

• Our method: We propose (1) a System-status-aware 

Adaptive Network that considers the device's real-

time state, improving efficiency and robustness to 

fluctuations of the system status; (2) a Meta Self-

supervised Adaptation (MSA) method that adapts the 

policy to new hardware configurations at test-time. 

allowing for easy deployment of the model onto other 

unseen hardware platforms.

Impact of Dynamic System Status

Our Framework

System-status-aware Adaptive Network (SAN):

Experimental Results
Online action recognition (on Salad 50):

Online pose estimation (on Sub-JHMDB):

Across platforms (for pose estimation):

Meta Self-supervised Adaptation (MSA): 

• Dynamic main network: We design a dynamic encoder that has both dynamic depth 

and dynamic resolution. Our dynamic depth mechanism gives the encoder the option 

of producing output features at shallower intermediate layers without having to wait for 

all layers to be executed. The dynamic resolution mechanism allows our encoder to 

selectively take in input images at a lower resolution. 

• RL-based agent:  The agent controls the dynamic main network by generating a 

frame-level processing policy (𝑟𝑒𝑠𝑡, 𝑑𝑒𝑝𝑡) at each time 𝑡, which aims to maintain the 

task-related accuracy at a high level with low delay

Online pose estimationOnline action recognition

We first propose an auxiliary task (Delay Prediction) that can fine-tune the model on 

target platforms, where supervision signals can be obtained on-the-fly. Then, to better 

bind the quality of the developed policy to the delay prediction performance, we meta 

optimize agent π such that the update based on the delay prediction error leads to better 

adaptation of the policy. Specifically, we denote the auxiliary task as the meta-train 

task and the agent's policy generation as the meta-test task. Our meta-optimization 

algorithm aims to learn a good initialization of agent’s parameters, such that when it is 

updated via the meta-train task, it can achieve good performance on the meta-test task.

1) Device a: a laptop with an AMD Ryzen Threadripper

2950X and an NVIDIA Geforce GTX 1080 GPU (11 GB).2) 

Device b: a desktop with an Intel(R) Core(TM) i9-10900 

and an NVIDIA Geforce RTX 2080 GPU (12 GB).3) 

Device c: a workstation with an AMD Ryzen Threadripper

3960X and an NVIDIA Geforce RTX 3090 GPU (24 GB).
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